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Abstract: This article presents ideas and comments on the application of correlation and regression 

analysis to practical issues. 
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The effectiveness of correlation and regression analysis plays an important role in solving many 

economic and social problems. Prior to correlation and regression analysis, the relationship between the 

studied phenomena should be carefully analyzed in detail. If there is indeed a link, it will be possible to use the 

method of correlation and regression analysis as well as to obtain results of real significance. 

The cumulative correlation analysis examines the single effect effect of a series of processes. The 

conditions for cumulative correlation analysis are the same as for correlation analysis. Typically, cumulative 

correlation is analyzed in direct contact with cumulative regression analysis. The cumulative regression 

equation can be constructed in the form of a simple scale, i.e. a variable included in the regression equations 

on a normal and normalized scale at the same rhythm, or as a variable expressed in a unit of comparison. 

As a regression equation, it is often linear:  
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The parameters of this equation are usually determined by the least squares method. In 

general, the system of normal equations is expressed as follows: 
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To determine the parameters of the model levels, we must first convert the model (2) to a 

logarithmic-linear view: 

nn xaxaxaay ln...lnlnlnln 22110 ++++=
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We then use logarithms to construct a system of normal equations. 
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The bond density is similar to the correlation index and is estimated using the cumulative 

correlation coefficient: 
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here, 


y  - theoretical value of the resultant indicator determined using the regression equation; 

 y  - the arithmetic mean of the resultant value. 

The less the resultant value deviates from the cumulative regression line, the greater the value 

of the correlation coefficient, which is significant in absolute value over a given interval. The 

cumulative correlation coefficient varies in the following range: 

10  R . 
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 Once the main indicators of the correlation-regression analysis are known, the predictive 

indicators are determined: tbay 00 +=


;    tbax 111 +=
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nn bababa           ,,...,,,, 1100  the least squares method is used to calculate the coefficients. Once 

the value is known, the deviation of the current variable values from the corresponding initial values 

is calculated: 
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and then proceed to the regression analysis of the value, y , 
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Thus, to derive a linear trend from connected and unbound variables at the same time t  the 

cumulative regression equation should be included in the time fund. In this case, the equation is 

expressed as follows: 
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If the development trend of events is of a nonlinear nature, in such cases the difference of the 

highest order is determined or the most complex trend form is excluded: 
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The average error of the prediction calculated in the formula can serve as an important issue in 

prediction - the criterion of accuracy in increasing the accuracy of calculations. Here y  - the current 

level of the time series of the predicted time series level; l  - forecast period. 

The accuracy of the period depends on the past event and the duration of the predicted period. 

As a mathematical model, we consider a conditional example of an enterprise. 

   Through the analysis, we make the following definitions )(

1

ix - production volume at current prices, 

)(

2

ix - flour production capacity, )(

3

ix - mixed feed production,  
)(

4

ix - bran preparation, Y – let the net 

profit of the enterprise. 

Mathematical model view 
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look in the view. 

In particular, we create economic factors that affect the net profit of enterprises and methods 

of their assessment. By calculating the coefficients of the system of normal equations in the form (5), 

and then solving the system of equations, the net profit of enterprises 

 253,242ln135,19ln11,11ln6,47ln4,58 4321 −−++= xxxxY  

   can be calculated by the formula. The mathematical models analyzed are significant with a 

probability of 0.95 according to Fisher statistics. 
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